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Abstract—Orthogonal frequency-division multiplexing (OFDM) systems are highly sensitive to synchronization errors. In this paper, we introduce an algorithm for the blind estimation of symbol timing and carrier frequency offset in wireless OFDM systems. The proposed estimator is an extension of the Gini–Giannakis estimator for single-carrier systems. It exploits the cyclostationarity of OFDM signals and relies on second-order statistics only. Our method can be applied to pulse shaping OFDM systems with arbitrary time-frequency guard regions, OFDM based on offset quadrature amplitude modulation, and biorthogonal frequency-division multiplexing systems. We furthermore propose the use of different subcarrier transmit powers (subcarrier weighting) and periodic transmitter precoding to achieve a carrier frequency acquisition range of the entire bandwidth of the OFDM signal, and a symbol timing acquisition range of arbitrary length. Finally, we provide simulation results demonstrating the performance of the new estimator.
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I. INTRODUCTION AND OUTLINE

RECENTLY, orthogonal frequency-division multiplexing (OFDM) [2]–[5] has received considerable attention. It has been adopted or proposed for a number of applications, such as satellite and terrestrial digital audio broadcasting (DAB), digital terrestrial TV broadcasting (DVB), broadband indoor wireless systems, asymmetric digital subscriber line (ADSL) for high bit-rate digital subscriber services on twisted-pair channels, and fixed broadband wireless access. Important features of OFDM systems include immunity to multipath fading and impulsive noise [6]. Since the individual subcarrier signal spectra are affected by frequency-flat rather than frequency-selective fading, equalization is drastically simplified [2].

Unfortunately, OFDM systems are far more sensitive to synchronization errors than single-carrier systems [7]. Most OFDM time-frequency offset estimators proposed in the literature require pilot symbols or training sequences (e.g., [8]–[11]). However, the use of training data lowers the achievable data rate. Therefore, alternative methods that do not make use of pilot symbols or training sequences are desirable. Such estimators [12], [13] typically exploit the redundancy introduced by the cyclic prefix (CP).

In this paper, we present a novel algorithm for the blind estimation of symbol timing and carrier frequency offset in pulse shaping OFDM systems. Our method can be used for broadcasting applications and in the downlink of OFDM-based mobile radio systems. The proposed estimator is an extension of the Gini–Giannakis estimator [1] for single-carrier systems. It relies on second-order statistics only and exploits the cyclostationarity of the OFDM signal. Furthermore, we propose the use of different subcarrier transmit powers (subcarrier weighting) and a form of periodic transmitter precoding to drastically increase the estimator’s acquisition range. We shall next summarize important features of the novel method as follows.

- It applies to pulse shaping OFDM and biorthogonal frequency-division multiplexing (BFDM) [15], [16] systems with arbitrary pulse shapes and arbitrary time-frequency guard regions [6], [5], [15], and to OFDM based on offset QAM (OFDM/OQAM) [17], [16].
- It is capable of performing a carrier frequency acquisition over the entire bandwidth of the OFDM signal.
- It applies to noninteger timing errors.
- A form of periodic transmitter precoding yields a symbol timing acquisition range of arbitrary length.
- It applies to time-dispersive environments provided the channel can be estimated separately.
- It does not necessarily need a CP (in this case, the estimators proposed in [12] and [13] would break down).
- It is fast Fourier transform (FFT)-based and hence computationally efficient.
- The estimators are asymptotically unbiased and consistent.
- It exhibits small sensitivity to stationary noise.

The paper is organized as follows. In Section II, we briefly review the different types of pulse shaping OFDM systems considered in the paper, and we provide our assumptions and the problem statement. Section III discusses possibilities of evoking cyclostationarity in OFDM signals. Section IV introduces the new estimators and discusses their properties. Section V presents simulation results, and Section VI concludes the paper.

1The estimation is blind because it does not need pilot symbols or training sequences. In fact, it does not even need a CP.
II. PULSE SHAPING OFDM AND BFDM SYSTEMS

In this section, we shall briefly review the different types of pulse shaping OFDM systems considered in the paper, namely OFDM and BFDM employing time-frequency guard regions [6], [5], [15], and OFDM and BFDM based on offset QAM (OFDM/OQAM and BFDM/OQAM, respectively) [17], [16]. In the following, both OFDM and BFDM schemes will be simply referred to as OFDM.

A. OFDM Employing Time-Frequency Guard Regions

The baseband equivalent of a pulse shaping OFDM signal is given by

\[ x[n] = \sum_{k=0}^{M-1} \sum_{\tau=-\infty}^{\infty} a_k \cdot g[n - kM] e^{j(2\pi/N)k(n-kM)} \]

where \( N \) is the number of subcarriers, \( M \) is the symbol length, \( g[n] \) denotes the transmitter pulse shaping filter, and \( a_k \) denotes the data symbols (taken from a finite complex alphabet constellation). For \( M > N \), the system is said to employ a time-frequency guard region [6], [5], [18], [15]. In fact, CP OFDM [2] can be seen as a special case thereof with the time-frequency guard region being a temporal guard region only. Note, however, that \( M > N \) can be achieved not only by insertion of a CP: for example, one can introduce spectral guard regions by spacing the subcarriers further apart to reduce (or avoid) intercarrier interference (ICI) caused by frequency-dispersion. In time-frequency dispersive environments (such as mobile radio channels), in general, it will be desirable to have both temporal and spectral guard regions.

In the following, \( h[n] \) denotes the receiver pulse shaping filter and \( \langle a, b \rangle = \sum_{n=-\infty}^{\infty} a[n] b[n] \) is the inner product of the sequences \( a[n] \) and \( b[n] \). In the OFDM case, \( h[n] = g[n] \) is orthogonal in the sense that \( \langle g, g[k] \rangle = \delta[k] \) whereas in the BFDM case, \( g[n] \) and \( h[n] \) constitute a biorthogonal pair [15], [16], i.e., \( \langle g[n], h[n+k] \rangle = \delta[k] \). The real-valued pulses \( g[n] \) and \( h[n] \) are biorthogonal if their cross-ambiguity function satisfies

\[ A(g, h)[k, \theta] = \sum_{n=-\infty}^{\infty} g[n] h[n+k] e^{-j2\pi\theta n} \]

For \( \langle h[n], g[n] \rangle = g[n] \), (2) reduces to

\[ A(g, h)[k/M, \theta] = \delta[k] \delta[\theta] \quad \text{for } l \in \mathbb{Z}, k \in [0, N-1]. \]

B. OFDM/OQAM

It has been pointed out in [5], [6], and [16] that in contrast to QAM-based OFDM systems\(^2\) (discussed in Section II-A) OFDM/OQAM allows time-frequency well-localized transmitter basis functions even for critical lattice density \( M = N \), i.e., maximum spectral efficiency. In fact, in [16] it is shown that an OFDM/OQAM system with \( M = N \) achieves the same pulse shaping filter quality (in terms of time-frequency localization) as an OFDM/QAM system with \( M = 2N \). For high-data-rate applications, OFDM/OQAM therefore seems to be an interesting alternative to OFDM/QAM.

In an \( N \)-channel OFDM/OQAM system (assuming that \( N = M \) is even) we have

\[ x[n] = \sum_{\tau=-\infty}^{\infty} \sum_{l=0}^{M-1} g[l] e^{j(2\pi/M)k(n-lM)} \]

\[ + \sum_{l=0}^{M-1} j e^{j(2\pi/M)k(n-lM)} e^{j(2\pi/n)k(n-l\tau/2)} \]

where \( g[l] = \text{Re}\{a_k, l\} \) and \( c[l] = \text{Im}\{a_k, l\} \) denote the real and imaginary parts of the data symbols \( a_k, l \), respectively, and \( \alpha \in [0, M-1] \). For \( g[n] \) supported in \([0, L_g - 1]\), the constant \( \alpha \) has to be chosen as \( \alpha = (L_g + (M/2 - 1)) \mod M \). The real-valued pulse \( g[n] \) is orthogonal if

\[ A(g, h)[k, \theta] = \delta[l] \delta[k] \quad \text{for } l \in \mathbb{Z}, k \in [0, M/2 - 1]. \]

C. Assumptions and Problem Statement

Assumptions: The timing uncertainty in the OFDM signal will be modeled as a time shift, and the unknown carrier frequency offset is accounted for by a frequency shift. The received OFDM signal is therefore given by

\[ r[n] = e^{j2\pi\phi (n-n_c)} \int_{0}^{1} X(\omega) e^{j2\pi\nu(n-n_c)} d\nu + \phi[n] \]

where \( n_c \in \mathbb{R} \) is the timing offset, \( \theta \) is the initial phase, and \( \phi[n] \) is a wide-sense stationary noise process, independent of the data symbols \( a_k \). Note that the timing offset \( n_c \) is not restricted to be an integer multiple of the chip period. For \( n_c \in \mathbb{Z} \), (5) simplifies to

\[ r[n] = e^{j2\pi\phi (n-n_c)} x[n - n_c] + \phi[n] \]

The correlation function of the noise process is given by

\[ C_r(\tau) = E[r[n]r^*[n - \tau]] \].

\(^2\)Note that the symbol constellation in the OFDM systems discussed in Section II-A is not really limited to QAM. In fact, the \( c_k, l \) can be taken from an arbitrary constellation. We chose the terminology of OFDM/QAM to emphasize the difference between the OFDM systems discussed in Section II-A and OFDM based on QAM discussed in this subsection.

\(^3\)Denotes the expectation operator.
finite-alphabet complex constellation satisfy $E\{c_k,t_k',\nu\} = \sigma^2 e^{i[k - k']/4\nu}$. We furthermore assume that $E\{c_k,t_k',\nu\} = \sigma^2 e^{i[k - k']/4\nu}$ and $E\{c_k,t_k',\nu\} = 0$. The initial discussion is restricted to the additive white Gaussian noise (AWGN) case. The time-dispersive case will be treated in the last paragraph of Section IV-A.

Subcarrier Weighting: We furthermore assume that the individual subcarriers are transmitted with different powers, or equivalently, we perform subcarrier weighting. The weighting function is given by $w[k] \in \mathbb{C}$, i.e., the symbols on the $k$th subcarrier are multiplied by $w[k]$. In the OFDM/QAM case, the transmit signal is therefore given by

$$x[n] = \sum_{k=0}^{N-1} \sum_{t=-\infty}^{\infty} c_{k, t} w[k] e^{j(2\pi/N)kj(n-tM)}.$$  

The OFDM/QAM transmit signal reads

$$x[n] = \sum_{k=0}^{M-1} w[k] \left[ \sum_{t=-\infty}^{\infty} c_{k,t} (n-tM) e^{j(2\pi/M)kj(n-t)} + \sum_{t=-\infty}^{\infty} jc_{k,t} (n-tM) e^{j(2\pi/M)kj(n-t)} \right].$$  

Consequently, in the receiver the symbols corresponding to the $k$th subchannel have to be divided by $w[k]$. Subcarrier weighting will be seen later to drastically increase the carrier frequency acquisition range. We finally note that in the OFDM system proposed for DVB, it is suggested to increase the transmit power of every 12th subcarrier by 77% to facilitate (nonblind) synchronization. This can be seen as a special case of subcarrier weighting.

Problem Statement: We want to derive estimates of the timing error $n_e$ and the carrier frequency offset $\theta_e$ from consecutive samples of the received signal $r[n]$. If the data symbols $c_{k, t}$ are known, which corresponds to a data-aided (nonblind) scenario, and the distribution of $\theta[n]$ is known, then maximum-likelihood (ML) estimation of $n_e$ and $\theta_e$ is possible although computationally demanding. For unknown data, an ML approach for estimating $n_e$ and $\theta_e$ in CP OFDM systems has been proposed in [13]. This approach, however, requires knowledge of the distributions of $x[n]$ and $\rho[n]$, and cannot directly be applied to pulse shaping OFDM systems. In this paper, we aim at consistent, computationally efficient estimates that do not require knowledge of the distributions of $x[n]$ and $\rho[n]$, and apply to the blind (non-data-aided) case with arbitrary stationary noise processes $\rho[n]$. Throughout the paper, we assume that the receiver knows the pulse shaping filter $g[n]$, the subcarrier weights $w[k]$, and the variances $\sigma^2_c$, $\sigma^2_{\alpha_R}$, and $\sigma^2_{\alpha_I}$.

III. CYCLOSTATIONARITY IN OFDM SYSTEMS

As already mentioned in Section I, cyclostationarity is the key to blind synchronization. In this section, we shall discuss various ways of evoking cyclostationarity in OFDM signals. The following results constitute the basis for the estimators presented in Section IV.

A. Cyclostationarity in OFDM/QAM Systems

Let us first consider pulse shaping OFDM/QAM systems employing time-frequency guard regions and subcarrier weighting. With the transmit signal given by (7), we shall next show that under quite general conditions the received signal $r[n]$ in (5) is cyclostationary (CS) [14]. The correlation function of a (nonstationary) stochastic process is defined as $c_{r[n], \tau} = E[r[n]r^*[n+\tau]]$, where $\tau$ is an integer lag parameter. The signal $r[n]$ is said to be second-order CS with period $M$ if $c_{r[n], \tau} = c_{r[n+M, \tau]}$. It is shown in the Appendix that the correlation function of the received OFDM signal $r[n]$ is given by

$$c_{r[n], \tau} = \frac{\sigma^2}{M} e^{j2\pi\nu \tau} \Gamma_N[\tau] \sum_{u=-\infty}^{\infty} g[u]g[u-\tau] \cdot \sum_{s=0}^{M-1} e^{-j2\pi(s/M)(u-n+ne)} + c_{\nu}[\tau], \quad n_e \in \mathbb{R}$$

which simplifies to

$$c_{r[n], \tau} = \frac{\sigma^2}{M} e^{j2\pi\nu \tau} \Gamma_N[\tau] \sum_{u=-\infty}^{\infty} g[u-n_e-lM] \cdot g[u-n_e-lM-\tau] + c_{\nu}[\tau]$$

for $n_e \in \mathbb{Z}$. Here, $\Gamma_N[\tau] = \sum_{k=-N/2}^{N/2-1} |w[k]|^2 e^{j(2\pi/N)kj\tau}$ is the $N$-point inverse discrete Fourier transform (DFT) of $|w[k]|^2$. From (9), it follows that $c_{r[n], \tau}$ is $M$-periodic in $n$ for every $\tau$, i.e., $c_{r[n+M, \tau]} = c_{r[n], \tau}$. Note that for $|w[k]| = 1$ ($k = 0, 1, \ldots, N-1$) (i.e., equal transmit power on all subcarriers), we have $\Gamma_N[\tau] = N \sum_{k=-\infty}^{\infty} |e^{j2\pi k\tau}|$, which implies that $c_{r[n+M, \tau]} = c_{r[n], \tau}$ for $\tau \neq sN$ with $s \in \mathbb{Z}$.

There are different possibilities of introducing cyclostationarity in OFDM signals, either by the use of time-frequency guard regions (like a CP, for example), by employing pulse shaping, by the use of different transmit powers on the subcarriers [20], and finally by periodic transmitter precoding as discussed in Section IV-B. In the following, we shall discuss these methods in detail.

No Pulse Shaping and No Guard Regions: Consider the case of no time-frequency guard regions (i.e., $M = N$) and no pulse shaping, i.e., $h[n] = g[n] = (1/\sqrt{M})$ for $n \in [0, M-1]$ and 0 else. (Note that these specifications will hardly be used in practical OFDM systems.) If no subcarrier weighting is employed (i.e., $|w[k]| = 1$ for $k \in [0, M-1]$), it is easily verified that $c_{r[n], \tau} = (\sigma^2_c/M)\delta[\tau] + c_{\nu}[\tau]$ for $n_e \in \mathbb{R}$, and hence no information on the synchronization parameters $n_e$ and $\theta_e$ is contained in $c_{r[n], \tau}$. We shall next demonstrate that if subcarrier weighting is employed the signal $r[n]$ becomes CS and information on the timing error and the carrier frequency offset can
be extracted from the second-order statistics of \( r[n] \). For general \( u[k] \) and \( n_e \in \mathbb{Z} \), we obtain

\[
c_r[n, \tau] = \sigma_r^2 e^{j2\pi n_e \tau} \Gamma_M[\tau]d_M^{(\tau)}[n - n_e] + c_p[\tau]
\]  
(11)

where \( d_M^{(\tau)}[n] = \sum_{-\infty}^{\infty} d_M[n - iM] \) is an \( M \)-periodized version of \( d_M[n] \). Note that \( c_r[n, \tau] = c_p[\tau] \) for \( \tau \geq M \). Similar expressions can be given for \( n_e \in \mathbb{R} \). Now, if the subcarrier weights \( w[k] \) are chosen such that \( \Gamma_M[\tau] \neq 0 \) for at least one \( \tau \in [1, M - 1] \), the correlation function \( c_r[n, \tau] \) contains information on both synchronization parameters.

**Biorthogonal Case Without Guard Regions:** Still assuming that no time-frequency guard regions are employed (i.e., \( N = M \)) and using pulse shaping (with nonoverlapping pulse shaping filters),\(^6\) we shall next show that the signal \( r[n] \) is CS. Take \( g[n] \neq 0 \) for \( n \in [0, M - 1] \) and 0 else. It can be verified that \( h[n] = (1/M)g[n] \) for \( n \in [0, M - 1] \) and 0 else satisfies the biorthogonality condition (2). If no subcarrier weighting is employed (i.e., \( \alpha_0 = 0 \)), \( c_r[n, \tau] = c_p[\tau] \) for \( \tau \geq M \). For general \( \alpha_0 \) and \( \alpha_1 \), we obtain

\[
c_r[n, \tau] = \sigma_r^2 e^{j2\pi n_e \tau} \Gamma_M[\tau]d_M^{(\tau)}[n - n_e] + c_p[\tau]
\]  
(12)

If \( u[k] \) is chosen such that \( \Gamma_M[\tau] \neq 0 \) for at least one \( \tau \in [1, M - 4] \), \( c_r[n, \tau] \) contains information on the parameter \( \theta_e \) as well. Note that \( c_r[n, \tau] = c_p[\tau] \) for \( \tau \geq M \). Again, similar expressions can be given for the more general case \( n_e \in \mathbb{R} \). The use of overlapping filters (i.e., \( g[n] \) is longer than \( M \) samples) would also introduce cyclostationarity in the OFDM signal. However, it is well known from filter bank theory that such filters do not allow perfect reconstruction (orthogonality or biorthogonality) for \( N = M \) \([21]\). Therefore, this case will not be investigated.

**CP OFDM Systems:** Let us next consider OFDM systems employing a CP \([2]\). Here, \( M = N + P \), where \( P \) denotes the length of the CP, and

\[
g[n] = \begin{cases} 
\frac{1}{\sqrt{N}}, & n = 0, 1, \ldots, M - 1 \\
0, & \text{else},
\end{cases}
\]

and

\[
h[n] = \begin{cases} 
\frac{1}{\sqrt{N}}, & n = 0, 1, \ldots, N - 1 \\
0, & \text{else}.
\end{cases}
\]

For the sake of simplicity, we assume that \( P \leq N \) (i.e., the length of the CP is at most 50% of the symbol length). For \( n_e \in \mathbb{Z} \), we obtain

\[
c_r[n, \tau] = \sigma_r^2 e^{j2\pi n_e \tau} \Gamma_M[\tau]d_M^{(\tau)}[n - n_e] + c_p[\tau]
\]

Note that \( c_r[n, \tau] \) contains information on the synchronization parameters for all \( \tau \) satisfying \( \Gamma_M[\tau] \neq 0 \) and \( 1 \leq |\tau| \leq M - 1 \). Similar expressions can be given for the more general case \( n_e \in \mathbb{R} \). If no subcarrier weighting is employed, \( \Gamma_M[\tau] = N \sum_{s=-\infty}^{\infty} \delta[\tau - sN] \) and \( c_r[n, \tau] \) contains information on the synchronization parameters for \( \tau \neq 0 \) only. Hence, the use of subcarrier weighting yields more samples of \( c_r[n, \tau] \) containing information on the synchronization parameters \( n_e \) and \( \theta_e \). Later, we will show that this improves estimation accuracy.

**Time-Frequency Guard Regions and Pulse Shaping:** For the general case of OFDM with time-frequency guard regions (i.e., \( M > N \)), overlapping pulse shaping filters \( g[n] \) satisfying perfect reconstruction (orthogonality or biorthogonality) are possible. Here, cyclostationarity is caused by the time-frequency guard regions and by the overlapping nature of the pulse shaping filter. Let us specialize (10) for this case. For \( n_e \in \mathbb{Z} \) without subcarrier weighting, we obtain

\[
c_r[n, \tau] = \begin{cases} 
\sigma_r^2 N_M(0)[n - n_e] + c_p[0], & \tau = 0 \\
\sigma_r^2 \alpha_0 \delta(\tau - sN) \delta_M[n - n_e] + c_p[sN], & \tau = sN, s \in [-L, L] \\
c_p[\tau], & \text{else}
\end{cases}
\]

where \( L = [(L_g - 1)/N] \) with \( L_g \) denoting the length of the pulse shaping filter \( g[n] \). Again, for arbitrary \( n_e \in \mathbb{R} \), similar expressions for \( c_r[n, \tau] \) are obtained from (9). If subcarrier weighting is employed, \( c_r[n, \tau] \) will contain information on the synchronization parameters for all \( \tau \) satisfying \( \Gamma_N[\tau] \neq 0 \) and \( |\tau| \leq L_g - 1 \), which in turn improves estimation accuracy (to be shown in Section IV).

**B. Cyclostationarity in OFDM/OQAM Systems**

We shall next establish cyclostationarity of pulse shaping OFDM/OQAM signals with \( N = M \) (i.e., no guard regions). Using (8) and (5), a derivation similar to the one provided in the Appendix reveals that the correlation function of \( r[n] \) is given by

\[
c_r[n, \tau] = e^{j2\pi n_e \tau} \Gamma_M[\tau] \cdot \left[ \sum_{\tau = -\infty}^{\infty} g[\tau] \tau - \tau \sum_{s=0}^{M-1} e^{-j2\pi(s/M)(\tau - n + n_e)} \right] + c_p[\tau]
\]

(13)

for \( n_e \in \mathbb{R} \). Again, for \( n_e \in \mathbb{Z} \), (13) can be further simplified. We omit the expression. Using (13), it is easily verified that \( c_r[n + M, \tau] = c_r[n, \tau] \). Thus, the underlying signal \( r[n] \) is indeed CS with period \( M \).

If no pulse shaping and no subcarrier weighting is employed, i.e., \( g[n] = (1/\sqrt{M}) \) for \( n \in [0, M - 1] \) and 0 else, and

\[
c_r[n, \tau] \quad \text{for} \quad \tau = 0
\]

the correlation function \( c_r[n, \tau] \) contains information on \( n_e \) only.
It is shown in the Appendix that
\[
C_r[k, \tau] = \frac{\sigma_r^2}{M} e^{j2\pi \theta_r \tau} e^{-j(2\pi/M)kn_r} \Gamma_N[\tau] A(g,\theta) \left[ \frac{\tau}{M} \right] + c_r[\tau] \delta[k], \quad k = 0, 1, \ldots, M - 1.
\]
for the OFDM/QAM case. Similarly, in the OFDM/OQAM case, it can be shown that
\[
C_r[k, \tau] = \frac{1}{M} e^{j2\pi \theta_r \tau} e^{-j(2\pi/M)kn_r} \Gamma_M[\tau] A(g,\theta) \left[ \frac{\tau}{M} \right] \cdot \left[ \sigma_r^2 R + (-1)^k \sigma_r^2 I \right] + c_r[\tau] \delta[k], \quad k = 0, 1, \ldots, M - 1.
\]

We conclude this section by noting that it is remarkable that pulse shaping OFDM/OQAM signals are CS although no guard interval is used. We note, however, that for a given average transmit power, the use of pulse shaping, subcarrier weighting, or periodic precoding leads to a reduction in the effective minimum constellation distance, and hence in order to achieve a given bit-error rate, a higher average transmit power is required. Therefore, even though the transmission rate is kept constant, a loss in spectral efficiency is incurred.

IV. BLIND ESTIMATION OF SYNCHRONIZATION PARAMETERS

Based on the results of the previous section, we shall next provide algorithms for the blind estimation of the synchronization parameters \(n_e\) and \(\theta_e\).

A. Blind Estimation

**Fourier Series Expansion of the Correlation Function:** From (9) and (13), it follows that the correlation function \(c_r[n, \tau]\) of the received signal \(r[n]\) is periodic in \(n\). For a fixed lag \(\tau\), \(c_r[n, \tau]\) can therefore be expanded into a Fourier series with Fourier coefficients given by
\[
c_r[\tau] = \frac{1}{M} \sum_{n=0}^{M-1} c_r[n, \tau] e^{-j(2\pi/M)kn},
\]
for \(\tau = 0\), the correlation function \(c_r[n, \tau]\) contains information on \(n_e\) only.

The correlation function \(c_r[n, \tau]\) for \(n_e \in \mathbb{Z}\) and \(L = [(L_g - 1)/N]\) with \(L_g\) denoting the length of the filter \(g[n]\). If subcarrier weighting is used, the correlation function \(c_r[n, \tau]\) will contain information on the synchronization parameters \(n_e\) for all \(\tau\) satisfying \(\Gamma_M[\tau] \neq 0\) and \(|\tau| \leq L_g - 1\).

We conclude this section by noting that it is remarkable that pulse shaping OFDM/OQAM signals are CS although no guard interval is used. We note, however, that for a given average transmit power, the use of pulse shaping, subcarrier weighting, or periodic precoding leads to a reduction in the effective minimum constellation distance, and hence in order to achieve a given bit-error rate, a higher average transmit power is required. Therefore, even though the transmission rate is kept constant, a loss in spectral efficiency is incurred.

IV. BLIND ESTIMATION OF SYNCHRONIZATION PARAMETERS

Based on the results of the previous section, we shall next provide algorithms for the blind estimation of the synchronization parameters \(n_e\) and \(\theta_e\).

A. Blind Estimation

**Fourier Series Expansion of the Correlation Function:** From (9) and (13), it follows that the correlation function \(c_r[n, \tau]\) of the received signal \(r[n]\) is \(M\)-periodic in \(n\). For a fixed lag \(\tau\), \(c_r[n, \tau]\) can therefore be expanded into a Fourier series with Fourier coefficients given by
\[
C_r[k, \tau] = \frac{1}{M} \sum_{n=0}^{M-1} c_r[n, \tau] e^{-j(2\pi/M)kn},
\]

for \(\tau = 0\), the correlation function \(c_r[n, \tau]\) contains information on \(n_e\) only.

It is shown in the Appendix that
\[
C_r[k, \tau] = \frac{\sigma_r^2}{M} e^{j2\pi \theta_r \tau} e^{-j(2\pi/M)kn_r} \Gamma_N[\tau] A(g,\theta) \left[ \frac{\tau}{M} \right] + c_r[\tau] \delta[k], \quad k = 0, 1, \ldots, M - 1.
\]
in the OFDM/QAM case. Similarly, in the OFDM/OQAM case, it can be shown that
\[
C_r[k, \tau] = \frac{1}{M} e^{j2\pi \theta_r \tau} e^{-j(2\pi/M)kn_r} \Gamma_M[\tau] A(g,\theta) \left[ \frac{\tau}{M} \right] \cdot \left[ \sigma_r^2 R + (-1)^k \sigma_r^2 I \right] + c_r[\tau] \delta[k], \quad k = 0, 1, \ldots, M - 1.
\]

Since \(\sigma_r^2, \sigma_r^2 R, \sigma_r^2 I\), and hence \(\Gamma_N[\tau]\) are known in the receiver, in the OFDM/QAM case their influence can be eliminated by defining
\[
C[k, \tau] = \begin{cases} C_r[k, \tau] / \Gamma_N[\tau] & \text{if } [k, \tau] \in \mathcal{I} \\ 0 & \text{else} \end{cases}
\]
where \(\mathcal{I} := \{[k, \tau] | \Gamma_N[\tau] A(g,\theta)[\tau, k/M] \neq 0\} \). In the OFDM/OQAM case, we can define similarly
\[
C[k, \tau] = \begin{cases} C_r[k, \tau] / \Gamma_M[\tau] A(g,\theta) \left[ \frac{\tau}{M} \right] \left[ \sigma_r^2 R + (-1)^k \sigma_r^2 I \right] & \text{if } [k, \tau] \in \mathcal{I} \\ 0 & \text{else} \end{cases}
\]
where \(\mathcal{I} := \{[k, \tau] | \Gamma_M[\tau] A(g,\theta)[\tau, k/M][\sigma_r^2 R + (-1)^k \sigma_r^2 I] \neq 0\} \). We therefore have
\[
C[k, \tau] = e^{j2\pi \theta_r \tau} e^{-j(2\pi/M)kn} + \frac{c_r[\tau]}{\sigma_r^2} \Gamma_N[\tau] A(g,\theta) \left[ \frac{\tau}{M} \right] \delta[k],
\]
for \([k, \tau] \in \mathcal{I}\) in the OFDM/QAM case and
\[
C[k, \tau] = e^{j2\pi \theta_r \tau} e^{-j(2\pi/M)kn} + \frac{1}{\Gamma_M[\tau] A(g,\theta) \left[ \frac{\tau}{M} \right]} \frac{c_r[\tau]}{\sigma_r^2} \left[ \sigma_r^2 R + (-1)^k \sigma_r^2 I \right] \delta[k],
\]
for \([k, \tau] \in \mathcal{I}\) in the OFDM/OQAM case. From (18) and (19), it follows that the impact of stationary noise on the estimator
is minimized by considering $C[k, \tau]$ for $k \in [1, M-1]$ only. In practice, it is desirable to have as many samples of $C[k, \tau]$ containing information on the synchronization parameters as possible. The subcarrier weighting function $w[k]$ and the pulse shaping function $g[n]$ should therefore be chosen such that the product $\Gamma[k, \tau] = \Gamma[k, \tau][k/M]$ in the OFDM/QAM case and $\Gamma[k, \tau] = \Gamma[k, \tau][k/M] + (-1)^k \delta[k, \tau]$ in the OFDM/OQAM case has as few zeros as possible. We shall see later that these zeros determine the estimators' accuracy and acquisition range. Note, however, that due to the (bi)orthogonality conditions (2) and (4) the ambiguity function $A[k, \theta]$ vanishes on a lattice determined by the parameters $M$ and $N$. These zeros cannot be avoided.

**Estimation Algorithms:** Now, following a procedure first suggested by Gini and Giannakis for single-carrier systems [1], the carrier frequency offset can be retrieved from $C[k, \tau]$ as

$$\theta_c = \frac{\text{arg}\{C[k, \tau]e^{-j2\pi\tau}\}}{4\pi\tau}, \quad [k, \tau] \in \mathcal{I} \tag{20}$$

where $\text{arg}$ denotes the unwrapped phase, $\tau \neq 0$, and $k \in [1, M-1]$. If $[k, \tau] \in \mathcal{I}$, it follows from $A[k, \theta]^{-\delta} \Gamma[k, \tau][k/M] = A[k, \theta]^{-\delta} \Gamma[k, \tau][k/M]$, that $[M-k, \tau] \in \mathcal{I}$ as well. Note that estimation of $\theta_c$ according to (20) will in general require phase unwrapping. Given the carrier frequency offset $\theta_c$, the timing error can be obtained from (18) as

$$n_e = \frac{M}{2\pi\tau} \arg \{C[k, \tau]e^{-j2\pi\tau}\}, \quad [k, \tau] \in \mathcal{I} \tag{21}$$

where $k \in [1, M-1]$ was assumed. Estimation of $n_e$ using (21) will in general also require phase unwrapping.

**Carrier Frequency Acquisition Range:** From (20), it follows that in order to avoid ambiguity in the estimation of $\theta_c$, we have to require

$$4\pi\tau \leq \theta_c \leq \pi \tag{22}$$

where $\tau$ is the smallest $\tau \geq 1$ such that $[k, \tau] \in \mathcal{I}$ for some $k \in [1, M-1]$. From $\Gamma[k, \tau] = \Gamma[k, \theta]$ and $A[k, \theta]^{-\delta} = e^{j2\pi\theta} A[k, \theta]^{-\delta} \Gamma[k, \theta]$, it follows that $[k, \tau] \in \mathcal{I}$ implies that $[k, -\tau] \in \mathcal{I}$. It is therefore not necessary to distinguish between negative and positive $\tau$ in this context. Provided that $\tau_{\min} = 1$, the maximum allowed frequency offset follows from (22) as $|\theta_c| < 1/4$, i.e., the carrier frequency acquisition range is half the bandwidth of the OFDM signal. We shall see later that if no subcarrier weighting is used $\tau_{\min} \geq N$ and hence $|\theta_c| < 1/(4N)$. We therefore conclude that it is important to choose $w[k]$ such that $\tau_{\min}$ is as small as possible.

**Symbol Timing Acquisition Range:** From (21), it follows that unambiguous estimation of the timing error $n_e$ is possible if

$$\left| \frac{2\pi\tau_{\min}}{M} n_e \right| < \pi$$

where $\tau_{\min}$ is the smallest $\tau \geq 1$ such that $[k, \tau] \in \mathcal{I}$ for some $k \in [1, M-1]$. Assuming that $\tau_{\min} = 1$, we get $|n_e| < M/2$. The symbol timing acquisition range is therefore one symbol interval. We shall see later how the use of periodic transmitter precoding increases the length of the symbol timing acquisition range.

**The Cyclic Spectrum Approach:** We shall next present an alternative method for estimating $n_e$ and $\theta_c$ from the second-order cyclic statistics of $r[n]$. This approach avoids phase unwrapping and allows a full range carrier frequency acquisition (i.e., $|\theta_c| < 1/2$). In the following, we shall need the cyclic spectrum which is defined as the Fourier transform of $C[k, \tau]$ with respect to $\tau$, i.e.,

$$S[k, \tau] = \sum_{\tau=-\infty}^{\infty} C[k, \tau]e^{-j2\pi\tau f}.$$  

From (18), we obtain

$$S[k, \tau] = e^{-j2\pi(M/k) n_e} \frac{\sin \left( \frac{2\pi(\theta_c - f) (L_\tau + \frac{1}{2})}{\sin(\pi(\theta_c - f))} \right)}{\sin(\pi(\theta_c - f))}$$

for $k \in [1, M-1]$ and $[k, \tau] \in \mathcal{I}$ for $|\tau| \leq L_\tau$ with $L_\tau$ denoting the maximum $\tau$ satisfying $[k, \tau] \in \mathcal{I}$. The carrier frequency offset can be obtained from the magnitude of the cyclic spectrum as

$$\theta_c = \text{arg} \max_{|f|<\frac{1}{2}} |S[k, f]| \tag{23}$$

From (23), it follows that $\theta_c$ can be estimated unambiguously if $|\theta_c| < 1/2$, which means that the carrier frequency acquisition range is the entire bandwidth of the OFDM signal. We note that using (23), the estimation of the carrier frequency offset reduces to the estimation of the frequency of a CISOID, which can be accomplished using one of the standard frequency estimation algorithms discussed for example in [22]. Finally, the timing offset can be retrieved from the cyclic spectrum as

$$n_e = \frac{M}{2\pi\theta_c} \arg \{S[k, f]\} \tag{24}$$

where $f$ has to be chosen such that

$$\frac{\sin \left( \frac{2\pi(\theta_c - f) (L_\tau + \frac{1}{2})}{\sin(\pi(\theta_c - f))} \right)}{\sin(\pi(\theta_c - f))} > 0$$

and $k \in [1, M-1]$. We shall see later that in practice taking $f$ to be the estimate of $\theta_c$ is a good choice.

Assuming that no subcarrier weighting is employed and $k \in [1, M-1]$ is such that $[k, \tau] \in \mathcal{I}$ for $\tau = sN$ with $s \in \mathbb{Z}$, the cyclic spectrum is given by

$$S[k, \tau] = e^{-j2\pi(M/k) n_e} \frac{1}{N} \sum_{\tau=0}^{N-1} \sin \left( \frac{2\pi}{\pi(\theta_c - (f - \frac{1}{N})) (L_\tau + \frac{1}{2})} \right)$$

Recall that $g[n]$ was assumed to be real-valued.
which shows that using the cyclic spectrum approach unambiguous estimation of the carrier frequency offset is possible for $|\theta_e| < 1/(2N)$. We conclude again that the use of subcarrier weighting is crucial for increasing the carrier frequency acquisition range.

Estimation in Presence of a Time-Dispersive Channel: So far, we neglected the influence of time-dispersive channels. We shall next adapt our estimators to time-dispersive environments. For the sake of simplicity, we consider the OFDM/QAM case only. Assuming that the received signal is given by $r[n] = c\delta(2\pi T_e n + \phi)x[n] + \tilde{A}[n]$ where $b[n]$ denotes the known channel impulse response, it is tedious but straightforward to show that

$$C_r[k, \tau] = \frac{\sigma_e^2}{M} e^{j2\pi \theta_e \tau} e^{-j2\pi M k n_e \delta[k]} \tilde{A}(g, b)[\tau, k/M] + c_r[\tau]\delta[k],$$

where

$$\tilde{A}(g, b)[\tau, \theta] = \sum_s b[s] \sum_l b[l - \tau] N[l - s]$$

$$\cdot \sum_n g[n - s]g[n - l]e^{-j2\pi n \theta}.$$

Since the channel impulse response $b[n]$, the transmitter pulse shaping filter $g[n]$, and $\sigma_e^2$ are known at the receiver, we can define

$$C[k, \tau] = \begin{cases} C_r[k, \tau] & [k, \tau] \in I \\ 0, & \text{else} \end{cases}$$

(25)

where $I := \{[k, \tau] | \tilde{A}(g, b)[\tau, k/M] \neq 0\}$. Consequently

$$C[k, \tau] = e^{j2\pi \theta_e \tau} e^{-j(2\pi M) k n_e} + \frac{c_r[\tau]}{\sigma_e^2} \tilde{A}(g, b)[\tau, k/M] \delta[k],$$

for $[k, \tau] \in I$. Finally, $n_e$ and $\theta_e$ can be retrieved from $C[k, \tau]$ using (20) and (21) or (23) and (24), respectively. The effect of the time-dispersive channel has therefore been “divided out.” Note, however, that the channel $b[n]$ influences $I$ and consequently the estimators’ accuracy and acquisition range. The impact of $I$ on the estimators’ accuracy will be discussed in Section IV-C. The performance of our estimators in the presence of an unknown time-dispersive channel will be studied in Section V through simulations.

B. Increasing the Symbol Timing Acquisition Range

We have seen in Section IV-A that the acquisition range of the symbol timing estimators (21) and (24) is one symbol length, i.e., $M$ samples. In practice, in many applications it is desirable to have a greater timing acquisition range in order to avoid an initial rough acquisition step. We shall next propose a specific form of periodic transmitter precoding, which yields a symbol timing acquisition range of in principle arbitrary length.

In order to simplify the presentation, we shall restrict our discussion to the OFDM/QAM case with $n_e \in \mathbb{Z}$. Assume that the symbol sequences $a_{k, l}$ on each subcarrier (i.e., for each value of $k$) are multiplied by the same periodic nonconstant-modulus sequence $a[l]$ with period $P_{\text{c}}$, i.e., $a[l + P_{\text{c}}] = a[l]$. The corresponding transmit signal (taking into account subcarrier weighting as well) reads

$$x[n] = \sum_{k=0}^{N-1} \sum_{l=-\infty}^{\infty} a_{k, l} a[l]g[n - lM]e^{j(2\pi N/k)k(n-lM)},$$

Using arguments along the lines of the proof in the Appendix, the correlation function of the received signal $r[n] = c e^{j2\pi \theta_e n + \phi}x[n - n_e]$ is obtained as

$$c_r[n, \tau] = \sigma_e^2 \Gamma_N[\tau] e^{j2\pi \theta_e \tau} \sum_{l=-\infty}^{\infty} a[l]^2 g[n - n_e - lM]$$

$$\cdot g[n - n_e - lM - \tau] + c_r[\tau].$$

(26)

From the $P_{\text{c}}$-periodicity of $a[l]$, it follows that $c_r[n, \tau]$ is $PM$-periodic with respect to $n$ for all $\tau$, which implies that $r[n]$ is CS with period $PM$. We note that it is important to choose the precoding sequence $a[l]$ to be nonconstant-modulus. Otherwise, $c_r[n, \tau]$ will be $M$-periodic rather than $PM$-periodic and the symbol timing acquisition range is not increased. The Fourier series coefficients of $c_r[n, \tau]$ with respect to $n$ are obtained as

$$C_r[k, \tau] = \frac{\sigma_e^2}{PM} \Gamma_N[\tau] e^{j2\pi \theta_e \tau} e^{-j(2\pi / PM) k n_e \Phi_P[k]}$$

$$\cdot \tilde{A}(g, b)[\tau, k/PM] + c_r[\tau]\delta[k],$$

(27)

where $\Phi_P[k] = \sum_{l=0}^{P-1} a[l]^2 e^{-j(2\pi / PM) kl}$ is the $P$-point DFT of $a[l]^2$. Now, we can define

$$C[k, \tau] = \begin{cases} C_r[k, \tau] & [k, \tau] \in I \\ 0, & \text{else} \end{cases}$$

(25)

where $I := \{[k, \tau] | \Gamma_N[\tau] \Phi_P[k] A(g, b)[\tau, k/PM] \neq 0\}$. Consequently

$$C[k, \tau] = e^{j2\pi \theta_e \tau} e^{-j(2\pi / PM) k n_e}$$

$$+ \frac{c_r[\tau]}{PM} \Gamma_N[\tau] \Phi_P[k] A(g, b)[\tau, k/PM] \delta[k].$$

(28)
The influence of stationary noise can be minimized by considering $C[k, \tau]$ for $k \in [1, PM - 1]$ only. The carrier frequency offset can now be obtained from (28) as

$$\theta_c = \frac{\arg\{C[k, \tau]\}M - k, \tau]}{4\pi}, \quad [k, \tau] \in \mathcal{I}$$  \hspace{1cm} (29)

where $k \in [1, PM - 1]$ was assumed. The timing error $n_e$ can be estimated as

$$n_e = \frac{-PM}{2\pi k} \arg\{C[k, \tau]e^{-j2\pi n_e \tau}\}$$  \hspace{1cm} (30)

which shows that now unambiguous estimation of $n_e$ is possible if

$$\left|\frac{2\pi k_{\min} n_e}{PM}\right| < \pi$$

where $k_{\min}$ is the smallest $k \in [1, PM - 1]$ such that $[k, \tau] \in \mathcal{I}$ for some $\tau$. Assuming that $k_{\min} = 1$, we get $|n_e| < (PM/2)$. Therefore, $P$ determines the symbol timing acquisition range, which obviously can be made arbitrarily large.

C. Estimators and Estimation of Cyclic Statistics

We shall next discuss the estimation of the cyclic statistics $\hat{C}_r[k, \tau]$, and then provide estimators for the synchronization parameters based on the estimated Fourier series coefficients $\hat{C}_r[k, \tau]$.

Estimation of Cyclic Statistics: In practice, the cyclic statistics $\hat{C}_r[k, \tau]$ can be estimated from a finite data record $\{r[n]\}_n$ of length $L$ according to [14], [1]

$$\hat{C}_r[k, \tau] = \frac{1}{L} \sum_{n=0}^{L-1} r[n]^* e^{j(2\pi k n/M)}$$  \hspace{1cm} (31)

If periodic transmitter precoding (as described in Section IV-B) is employed using a precoding sequence with period $P$, (31) has to be replaced by

$$\hat{C}_r[k, \tau] = \frac{1}{L} \sum_{n=0}^{L-1} r[n]^* e^{j(2\pi k P n/M)}$$  \hspace{1cm} (32)

If the noise process $\rho[n]$ satisfies the so-called mixing conditions\textsuperscript{11} [23], [24], the estimators in (31) and (32) are asymptotically unbiased and mean-square-sense consistent [1].

Estimators: We are now ready to provide estimators for $n_e$ and $\theta_c$ based on the estimated cyclic statistics $\hat{C}_r[k, \tau]$. In practice, it is desirable to average over $\mathcal{I}$ (this potentially reduces the effects of pattern and additive noise), or more specifically\textsuperscript{12}

$$\hat{\theta}_c = \frac{1}{4\pi|\mathcal{I}|} \sum_{[k, \tau] \in \mathcal{I}} \frac{1}{\tau} \arg\{\hat{C}[k, \tau]\}$$  \hspace{1cm} (33)

$$\hat{n}_e = -\frac{M}{2\pi|\mathcal{I}|} \sum_{[k, \tau] \in \mathcal{I}} \frac{1}{\tau} \arg\{\hat{C}[k, \tau]e^{-j2\pi n_e \tau}\}$$  \hspace{1cm} (34)

\textsuperscript{11}The mixing conditions are satisfied by all finite memory signals in practice.

\textsuperscript{12}If transmitter precoding is employed the expressions provided in (33) and (34) have to be modified according to (29) and (30).
symbols were independent and identically distributed 4-PSK symbols with \( \sigma_c^2 = 2 \). The signal-to-noise-ratio (SNR) was defined as \( \text{SNR} = \sigma_c^2/\sigma_p^2 \), where \( \sigma_p^2 \) is the variance of the white noise process \( n_t \). All results were obtained by averaging over 200 independent Monte Carlo trials. Each realization consisted of 1024 data symbols (i.e., 128 OFDM symbols). Furthermore, in all simulation examples except for the last one, the estimates of the cyclic statistics \( \tilde{C}[k, \tau] \) were obtained using the entire data record. The subchannel weighting vector was chosen as \( w = [1.1, 2.0, 1.4, 1.33, 1.0, 0.6, 0.8, 1.2] \). Note that this choice satisfies \( \Gamma_N[\tau] \neq 0 \) for \( \tau \in [0, N - 1] \).

Simulation Example 1: In the first simulation example, we computed the bias and the mean square error (MSE) of the carrier frequency offset estimator (33) and the timing offset estimator (34) for \( n_e = 2 \) and \( \theta_e = 0.0025 \) (i.e., half the subcarrier spacing) for the AWGN case (solid curves) and in the presence of an unknown four-tap multipath channel. We averaged over \( \{1, \tau\} | 1 \leq \tau \leq 24 \}. \) Fig. 2(a) and (b) shows the bias and the MSE, respectively, of \( \hat{\theta}_e \) versus \( \theta_e \) as a function of SNR in decibels. Fig. 2(c) and (d) shows the bias and the MSE, respectively, of \( \hat{n}_e/M \) versus \( n_e/M \) as a function of SNR. In the AWGN case, our estimators perform well even for SNR values as small as 0 dB. However, it has to be noted that the performance does not improve with increasing SNR. We can furthermore see that the presence of an unknown multipath channel leads to a degradation in the estimator performance.

Simulation Example 2: In the second simulation example (see Fig. 3), we computed the bias and the MSE of the carrier frequency offset estimator (33) at an SNR of 9 dB as a function of the carrier frequency offset.\(^1\) Again, we averaged over the interval \( \{1, \tau\} | 1 \leq \tau \leq 24 \}. \) Fig. 3 shows that the performance of the estimator improves for smaller values of \( \theta_e \).

Simulation Example 3: In this example, we consider estimation of the carrier frequency offset using the cyclic spectrum approach. Fig. 4 shows \( \hat{S}[1, f] \) for \( \theta_e \). It is clearly seen that \( \hat{S}[1, f] \) exhibits a peak at the carrier frequency offset.

Simulation Example 4: We shall next demonstrate that our method is capable of estimating noninteger values of \( n_e \). For \( n_e = 8/3 \) and \( \theta_e = 0.04 \), using the estimators (33) and (34), Fig. 5(a) and (b) shows the bias and the MSE, respectively, of \( \hat{\theta}_e \) versus \( \theta_e \) as a function of SNR in decibels. Fig. 5(c) and (d) shows the bias and the MSE, respectively, of \( \hat{n}_e/M \) versus \( n_e/M \) as a function of SNR in decibels. The fractional delay has been introduced by interpolating the signal \( x[n] \) by a factor of 3, shifting the interpolated signal by eight samples, and decimating the result by a factor of 3.

Simulation Example 5: In this example, we compared the performance of the timing offset estimator proposed in [13] (VSB-estimator) to the estimator (34) (CS-estimator). We simulated a CP OFDM system with \( N = 8 \), a CP of length 8 (i.e., \( M = 16 \)), \( \theta_e = 0 \), and \( n_e = 2 \). Fig. 6(a) and (b) shows the bias and the MSE, respectively, of \( \hat{n}_e/M \) versus \( n_e/M \) as a function of SNR in decibels. We can see that our estimator outperforms the VSB-estimator in the below 10–15-dB SNR regime.

\(^1\)Recall that the acquisition range of the estimator (33) is restricted to \( |\hat{\theta}_e| < 1/4 \). For \( |\hat{\theta}_e| \) close to 1/4, however, the estimator becomes inaccurate. We therefore simulated the range \( |\hat{\theta}_e| \leq 0.2 \) only.
Fig. 5. Bias and MSE of carrier frequency and symbol timing offset estimators (33) and (34), respectively, versus SNR/decibel for $n_e = 8/3$ and $\theta_c = 0.04$. (a) Bias and (b) MSE of $\theta_c$ versus $\theta_c$. (c) Bias and (d) MSE of $n_e/M$ versus $n_e/M$.

In the high SNR regime, the VSB-estimator performs better than our estimator.

Simulation Example 6: In the last example, we investigate the effect of the length $L$ of the data record used for estimating the cyclic statistics $\hat{C}_g[k, \tau]$ on the performance of the time-frequency offset estimators (33) and (34). For $n_e = 5$, $\theta_c = 0.05$ and three different SNR values, Fig. 7(a) and (b) shows the bias and MSE, respectively, of $\hat{\theta}_c$ versus $\theta_c$ as a function of the length $L$ of the data record. Fig. 7(c) and (d) shows the bias and MSE, respectively, of $n_e/M$ versus $n_e/M$ as a function of $L$. Note that in Fig. 7, the length of the data record has been specified in symbols. The actual length of the data record is therefore obtained by multiplying the number of symbols by 16. The timing offset estimate has been obtained by averaging over $\{[1, \tau]\}$ and the carrier frequency offset estimator used the samples $[k, \tau]$ with $k = 0,1$ and $1 \leq \tau \leq 24$. We can see that the performance of the estimators improves with increasing data record length and that it is virtually independent of the SNR. (Note that the 25-dB curves are covered by the 15-dB curves and can therefore not be seen in the figure.)

VI. CONCLUSIONS

We introduced a novel algorithm for the blind estimation of symbol timing errors and carrier frequency offsets in pulse shaping OFDM/QAM and OFDM/OQAM systems. Our method is based on the Gini–Giannakis estimator [1] for the single-carrier case and exploits the cyclostationarity of OFDM signals. The proposed estimators are computationally efficient (FFT-based) and allow to perform a carrier frequency acquisition over the entire bandwidth of the OFDM signal. Furthermore, the use of a special form of periodic transmitter precoding yields a symbol timing acquisition range of arbitrary length. The estimators are asymptotically unbiased and consistent. Our approach applies to noninteger timing errors as well, and we demonstrated that it needs neither pilot symbols nor a cyclic prefix. Finally, we provided simulation examples demonstrating the performance of the novel method. Specifically, we showed that besides having wider applicability, our estimators also have comparable performance to the estimators proposed in [13].

APPENDIX

From (5), we obtain

$$c_r[n, \tau] = \mathcal{E} \left\{ e^{j(2\pi n \tau + \psi)} \int_0^1 X(e^{j2\pi \mu}) e^{j2\pi \mu(n-n_e)} d\mu \right\} e^{-j2\pi(n-\tau+n_e)} d\nu + c_p[\tau]$$
which using
\[ X(e^{j2\pi \theta}) = \sum_{k=0}^{N-1} u[k] G(e^{j2\pi (\theta - \frac{k}{M})}) \sum_{t=-\infty}^{\infty} c_t e^{-j2\pi t\theta} \]

where \( G(e^{j2\pi \theta}) = \sum_{t=-\infty}^{\infty} g[t] e^{-j2\pi n t} \) yields
\[ c_t[n, \tau] = e^{-j2\pi \theta t} \tau \int_0^1 \int_0^1 e^{j2\pi n(u-n_\tau)(v-n_\tau)} G^*(e^{j2\pi (v-(k/N))}) \]
\[ \times \sum_{\nu=-\infty}^{\infty} e^{j2\pi M(v-\mu)} d\nu d\theta + c_\tau[\tau]. \quad (37) \]

Now, with \( g[t] = \int_0^1 G(e^{j2\pi \theta}) e^{j2\pi n \theta} d\theta \), we obtain
\[ c_t[n, \tau] = e^{-j2\pi \theta t} \tau \int_0^1 \int_0^1 e^{j2\pi n(u-n_\tau)(v-n_\tau)} G^*(e^{j2\pi (v-(k/N))}) \]
\[ \times \sum_{\nu=-\infty}^{\infty} e^{j2\pi M(v-\mu)} d\nu d\theta + c_\tau[\tau]. \quad (38) \]

where \( \Gamma_N[\tau] = \sum_{n=-\infty}^{\infty} \sum_{t=0}^{M-1} u[k][e^{-j2\pi(n+\nu)(n+\tau)}] \cdot M \sum_{\nu=-\infty}^{\infty} \delta[u-n+n_\tau+LM] \).

(38) can be simplified to yield
\[ c_t[n, \tau] = e^{-j2\pi \theta t} \tau \int_0^1 \int_0^1 e^{j2\pi n(u-n_\tau)(v-n_\tau)} G^*(e^{j2\pi (v-(k/N))}) \]
\[ \times \sum_{\nu=-\infty}^{\infty} e^{j2\pi M(v-\mu)} d\nu d\theta + c_\tau[\tau]. \]

For \( n_\tau \in \mathbb{R} \), the Fourier series coefficients \( C_t[k, \tau] = (1/M) \sum_{n=-\infty}^{\infty} c_t[n, \tau] e^{-j2\pi(k/M)n} \) of \( c_t[n, \tau] \) with respect to \( n \) are given by
\[ C_t[k, \tau] = e^{-j2\pi \theta t} \tau \int_0^1 \int_0^1 e^{j2\pi n(u-n_\tau)(v-n_\tau)} G^*(e^{j2\pi (v-(k/M))}) \]
\[ \times \sum_{\nu=-\infty}^{\infty} e^{j2\pi M(v-\mu)} d\nu d\theta + c_\tau[\tau]. \]
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